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CERN 
• European Organization for Nuclear Research founded in 1954 

• 20 Member States, 5 Observer States + UNESCO and UE 

• 60 Non-member States collaborate with CERN 

• 2400 staff members work at CERN as personnel, 10 000 more researchers from institutes 

world-wide 

 

4 



Collaboration on an international scale 
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LHC, Experiments, Physics 
Large Hadron Collider (LHC) 

World’s largest and most powerful particle 
accelerator 

27-kilometre ring of superconducting magnets 

Currently undergoing upgrades, restart in 2015 

The products of particle collisions  
captured by complex detectors AND analyzed by 
software in the experiments dedicated to LHC 

 

Higgs particle discovered!  

The Nobel Prize in Physics 2013 to 
François Englert and Peter W. Higgs "for 
the theoretical discovery of a mechanism 
that contributes to our understanding of the 
origin of mass of subatomic particles, and 
which recently was confirmed through the 
discovery of the predicted fundamental 
particle, by the ATLAS and CMS 
experiments at CERN's Large Hadron 
Collider" 
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CERN openlab 

• Public-private partnership  

• Mission:  

• accelerate the development of cutting-edge 

solutions to be used by the worldwide LHC 

community 

• Neutral ground for advanced R&D  
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Oracle at CERN 

• 1982: start 

with  

Oracle  

at CERN  

(accelerator  

control) 

Credit: N. Segura Chinchilla 
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Oracle at CERN 
• Relational DBs play a key role in the LHC production chains  

• Accelerator logging and monitoring systems 

• Online acquisition, offline: data (re)processing, data distribution, 

analysis 

• Grid infrastructure and operation services 

• Monitoring, dashboards, etc.  

• Data management services 

• File catalogues, file transfers, etc. 

• Metadata and transaction processing for tape storage system 
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Source: http://www.grokdotcom.com 



Transaction Guard 

• Protocol and developer API 

• JDBC, OCI, OCCI, and ODP.Net drivers 

• Applications know exact transaction status 

• Take informed decision on how to continue 

• Used transparently by Application Continuity 
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Transaction Guard Coverage 
Supported: 

• Local transactions 

• DDL and DCL transactions 

• Distributed and Remote 
transactions 

• Parallel transaction 

• Commit on Success (auto-commit) 

• PL/SQL with embedded COMMIT 

Intentional Exclusions: 

• Recursive transactions 

• Autonomous transactions 

 

Exclusions 12.1: 

• XA transactions 

• Active Data Guard with r/w DB 
Links for forwarding transactions 

• Replication to Golden Gate 

• Replication to Logical Standby 
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Database Concepts 

• Logical Transaction Identifier (LTXID) 

• used to obtain the commit outcome  

• at-most-once semantics 

• Reliable Commit Outcome 

• Recoverable Error - external system failure 

• JDBC  throws SQLRecoverableException 
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Transaction Guard 
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5. Guaranteed 

Commit Outcome 

4. Enforce Outcome 

3. Errors 

1. Request 

2. Calls 

Oracle Database 12c 

 • Reliable commit outcome of  

transaction after an outage 

• Durable commit outcome 

• Provides transaction 

idempotence 

• Prevents logical corruption 



Transaction Guard 
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Database – Application 

Interaction 



Transaction Guard Configuration 
• Oracle Database ≥ 12.1 

• Application Service (srvctl or DBMS_SERVICE) 

• COMMIT_OUTCOME = TRUE 

• RETENTION_TIMEOUT  

• Grant execute on DBMS_APP_CONT package 
 

srvctl add service –d tgtest –s tg_service  

–r tgtest1 –a tgtest2  

–commit_outcome TRUE  

–retention 86400 
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srvctl add service –d tgtest –s tg_service  

–r tgtest1 –a tgtest2  

–commit_outcome TRUE  

–retention 86400 
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Challenge 
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• Mask outages 

• Ensure continuity of applications 

• Difficulty to implement restart 

• Interruptions required (patch) 

• Issues happen (OS or DB), errors… 



Application Continuity 12c 
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• Replays the operations performed before the 

interruption in case of recoverable errors 

• Availability 

• Oracle RAC, Data Guard, WebLogic 

• JDBC Thin Driver, UCP or 3rd party Java Pools  



Application Continuity 
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5. Response 

4. Replay 

3. Errors 

1. Request 

2. Calls 

Oracle Database 12c 

 
• Replays in-flight work on 

recoverable errors 

• Masks many outages in a 

safe way 

• Increase systems fault-

tolerance 



Application Continuity Phases 
1. Capture 

(Normal Runtime) 

2. Reconnect 3. Replay 

• Identifies database 

requests 

• Decides what is 

replayable and what is 

not 

• Builds proxy objects 

• Holds original calls with 

validation 

• Ensures request has 

replay enabled 

• Handles timeouts 

• Creates a new 

connection 

• Validates target 

database 

• Uses Transaction Guard 

to enforce last outcome 

• Replays held calls 

• Continues replay, if user 

visible results match, 

based on validations 

• Continues request 
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Application Continuity 
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Oracle RAC 

Database 12c 

Instance 1 

Instance 2 

Instance 3 

Application 

Connection 

Replay Context 

Oracle JDBC Driver 

Proxy 1 

 

Proxy 2 

 

Call 1 

 

Call 2 

 



Application Continuity and Mutables 
• Keep original mutable values for replay ? 

• Support for keeping mutable object values 
• SYSDATE 

• SYSTIMESTAMP 

• SYS_GUID (only for serial execution plans) 

• sequence.NEXTVAL 
grant KEEP SEQUENCE on actest.seq1 to appuser; 

ALTER SEQUENCE my_seq KEEP; 
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Potential Side Effects  
When replay is enabled, calls are repeated. disableReplay 

• Autonomous transactions 

• DBMS_ALERT calls  - email or other notifications 

• DBMS_FILE_TRANSFER calls  - copying files 

• DBMS_PIPE and RPC calls  - to external sources 

• UTL_FILE calls - writing text files 

• UTL_HTTP calls - making HTTP callouts 

• UTL_MAIL calls - sending email 

• UTL_SMTP calls - sending SMTP messages 

• UTL_TCP calls - sending TCP messages  

• UTL_URL calls - accessing URLs 
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Application Continuity 
No replay when: 

• Time allowed for starting replay exceeded 

• Application uses a restricted call 

• Replay has been explicitly disabled  

• using the disableReplay API 

• Session is killed or disconnected with noreplay keyword 

• Request issues  ALTER SYSTEM / DATABASE 
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Application Continuity Configuration 

Database: 

• FAN configured with ONS 

• Application service properties: 

• FAILOVER_TYPE 

• REPLAY_INITIATION_TIMEOUT 

• FAILOVER_RETRIES 

• FAILOVER_DELAY 

 
 

srvctl add service ...   

-failovertype TRANSACTION  

-replay_init_time 1800  

-failoverretry 30  

-failoverdelay 10  

-commit_outcome TRUE  

-retention 86400  

-notification TRUE 
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MOS 1602233.1: How To Test Application Continuity Using A Standalone Java Program  



Application Continuity Configuration 
JDBC: 

• Data source: oracle.jdbc.replay.OracleDataSourceImpl 

• Connection string: 
jdbc:oracle:thin:@(DESCRIPTION = 

 (TRANSPORT_CONNECT_TIMEOUT=60) 

 (CONNECT_TIMEOUT=60)(RETRY_COUNT=3) 

 (FAILOVER=ON)(ADDRESS_LIST =(ADDRESS= 

 (PROTOCOL=tcp)(HOST=actest-scan.cern.ch) 

 (PORT=1521))(CONNECT_DATA=(SERVICE_NAME=ACTEST))) 

12/16/2013 SOUG SIG-R 30 



Agenda 

• About CERN 

• Transaction Guard 

• Application Continuity 

• CERN’s experience 

12/16/2013 SOUG SIG-R 31 



Challenges 

• Criticality of database 

• applications for the accelerator complex  

• no maintenance windows for the experiments 

• Reduce visibility of 

• planned interventions (service move during patching) 

• un-planned interruptions (hardware failure etc.) 
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Application Continuity - application 
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LDB 

XML

XML XML

XML

XML

JDBC

HTTP
~150 GB per day
~4 billion records per day 

~850’000 signals

Data sent in batches* every 5’

 *multiple files up-to 2MB each

Equipment – DAQ – PLC 

f f f f f f 
f f f 

f 

QPS PIC 

SU 

Coll 

CNGS 

Exp 

Cryo CIET 

WIC 

VAC 

Servlets

Jetty

~300 data loading processes

 Simple 
 Massive instrumentation

 On-demand workload capture

Credit: C. Roderick 



35 



Application Continuity - results 
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Credit: C. Roderick, L. Canali,  

A. Dumitru  



Benefits 

• User experience vastly improved 

• At-most-once-execution 

• Reliable and durable commit outcome  

• No ambiguous errors displayed by application 

• Native solution to handle idempotence 

• Mask many outages in a safe way 
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Conclusions 

• Increase applications HA with Transaction 

Guard and Application Continuity 

• Better handle planned/unplanned outages 

• Known and durable outcome of transactions 

• Transparent replay of submitted work 
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